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INTRODUCTION

This is a description of two generations of modifications made to the Bishop and Rossow (1991) algorithm for surface solar irradiance. These modifications are currently implemented in the SeaWiFS production. Also described is the second generation data set (spanning 8 years) which is now in the archives at NCAR as well as a test version of third generation data set produced for SeaWiFS. Applications of the Bishop and Rossow data sets are found in papers by Mitchell et al. [1991], Liu et al. [1994], and Seager and Blumenthal [1994].

The modified Bishop and Rossow [1991] scheme uses C1 data (and will use higher resolution CX data) from the International Satellite Cloud Climatology Project. Briefly, ISCCP beginning in July 1983 combines data from multiple geostationary and polar orbiting meteorological satellites to provide a global view of the occurrence and optical properties of clouds [Schiffer and Rossow, 1983, 1985; Rossow et al., 1985; and Rossow and Schiffer, 1991]. The current ISCCP data production spans July 1983 - June 1991 but will extend indefinitely into the future, thus providing overlap with SeaWiFS.

This document will show that validation of satellite retrieved surface solar irradiance data sets using 5 ocean buoy datasets from BioWatt (34N 70W) and MLML (60N 21W) indicated a combined average bias of +5 W m\(^{-2}\) (range +20 to -10 W m\(^{-2}\)) and a worst case error of <7% of clear sky irradiance. These estimates ignored possible calibration errors of mooring data. Retrieved surface solar irradiance data showed excellent replication of the day-to-day variability of irradiance at the two mooring locations.
ISCCP C1 and CX Data:

The major input data set is the International Satellite Cloud Climatology Project C1 data, which contains, at nominal 280 km resolution and every 3 hours for the globe, information about clouds, the atmosphere, and surface [Rossow et al., 1988; Rossow and Schiffer, 1991]. Specific parameters used are: (1) solar zenith angle, (2) atmospheric ozone column abundance, total precipitable water, and surface pressure (daily for each 2.5 degree region on the globe; from TIROS Operational Vertical Sounder (TOVS) data), (3) surface visible (at 600 nm) reflectance (every 3 hours for each 2.5 degree region), and (4) cloud parameters for a single layer: cover fraction, and optical thickness (at 600 nm) (every 3 hours for each 2.5 degree region). A limitation is that visible radiative retrievals of cloud optical properties are performed only when the solar zenith angle is less than 78.5 degrees. Additional data sets employed are (5) land-water fraction, and (6) snow and sea ice cover (every 5 days for each 1 degree region). Although the ISCCP data are available eight times per day for most of the globe, regions not covered by geostationary satellite are observed less frequently by polar orbiters, leading to occasional gaps in the data.

The ISCCP CX data is the high-resolution (4-8 km pixel size, randomly subsampled at 30 km resolution) data set used to generate C1 data. CX data will be used to produce higher resolution surface solar irradiance fields as the next step in our SeaWiFS production.

Figure 1. Schematic of ISCCP CX and C1 pixels. C1 pixels represent the average values of cloud properties in approximately 80 30km sized CX pixels. The CX pixel represents data randomly subsampled from a single 4-8 km area within that region.
The current span of ISCCP C1 and CX data is from July 1983 to June 1991, inclusive. ISCCP plans to begin production of a new but very similar product, denoted by D1 and DX. These data will eventually replace the 'C' data versions but priority will be to extend the 'C' time series forward in time and catch up with the earlier data later.

Although the Bishop and Rossow [1991] model has undergone two revisions. The fundamental approach has remained the same. Details of revisions are outlined below. Validation of data from these revisions are discussed in detail in a later section.

**VERSION 2 PRODUCTION (Available from NCAR):**

This revision to the Bishop and Rossow algorithm was focused primarily on issues of satellite sensor calibration, and data filling schemes necessary to implement production of global surface solar irradiance fields on 3 hour time steps as required by SeaWiFS. Changes are:

(1) Offsets in radiance calibrations from NOAA 7, 9, and 11 used in ISCCP cloud retrievals became apparent in EOF analyses of the seven year (1983-1990) Bishop and Rossow [1991] time series (see also Kelin and Hartmann, [1993]). To correct this, ISCCP C1 radiances were multiplied by 0.945 for data spanning July 1983 to January 1985 (NOAA 7), unaltered for February 1985 to October 1988 (NOAA 9) and multiplied by 1.119 for November 1988 to June 1991. ISCCP has a scheme to track sensor drift within the 3 periods and so no secondary drift correction was necessary. The adjusted radiances were subsequently used to derive cloud optical properties. Typical adjustments to total solar irradiances under cloudy conditions were of the order of +5 to +10 W m\(^{-2}\) and -10 to -20 W m\(^{-2}\) for NOAA 7 and NOAA 11 calibrated data sets, respectively. Cloud-free data were minimally affected because clear-sky radiances are computed by formula. After correction, NOAA satellite transitions were undetectable by EOF analysis of the data.

(2) All input data fields for each 3-hour ISCCP time step (surface pressure, ozone, precipitable water, surface reflectance, cloud fraction, and cloud optical thickness) were filled prior to performing the solar irradiance computations (see below). This eliminated the 'daily sampling correction factor' described by Bishop and Rossow [1991] and enabled production of irradiance fields on three hour time steps.

(3) Filling schemes:

a) Bad TOVS (surface pressure, ozone, precipitable water) data were trapped by referring TOVS surface pressure to Oort's monthly climatologies of surface pressure. Most data fields were complete. Ozone, water and surface pressure were retained from the last encountered good value at that location.

b) missing cloud fraction data are filled with a progressive scheme as outlined below:

1. a zonal (5 degrees of latitude) - surface type specific (land, ocean (Atlantic, Pacific, Indian), seas) averaged cloud fraction array was constructed and filled.
2. a 'day time' averaged cloud fraction (144x72) grid was computed from valid 'day' time cloud fraction data as defined by solar zenith angle less than 78.5 degrees.
3. a 24 hour averaged cloud fraction (144x72) grid was constructed and filled with the following precedence:
   - from neighboring points (+/- one pixel E/W) in longitude
   - from neighboring points (+/- one pixel N/S) in latitude
   - from averaged daily data from the previous day at the same location
   - from regional zonal means for that day (from 1).
4. missing data in each 3 hour cloud fraction array are filled from (2) if any daytime data are present or (3).

c) Missing cloud optical thickness data occur in cases where no cloud retrievals were performed due to missing data, or in cases of daylight and solar zenith angle >78.5 degrees. In these cases, each 3 hour data field is filled using the regional zonal means of cloud optical thickness over ocean or land binned as a function of cloud fraction and the corresponding cloud fraction value (from b).

The effectiveness of these steps was judged by animation of cloud fraction fields and spatial EOF analysis.

(4) Surface reflectance over the ocean was set to 0.06 as in the Version 1 [Bishop and Rossow, 1991] production. This was necessary to trap high ISCCP C1 surface reflectance values due to sun glint.

(5) The fraction of the day with unfilled data (weighted by irradiance) was introduced as a data quality indicator.

Availability of Version 2 production data:

Monthly averaged solar irradiance fields are available on line by:

anonymous ftp to nasagiss.giss.nasa.gov
login as "giss"
use your email address as password.

The entire Version 2 production at daily and monthly resolution (July 1983 to June 1991) are now in the archives at NCAR (October 1994).

The data set reference is 'DS741.0 SURFACE SOLAR IRRADIANCE BY BISHOP'.

Requests can be directed to:

NCAR Data Support Section, email: datahelp@ncar.ucar.edu, (303)-497-1219, or directly to
Dennis Joseph, email: joseph@ncar.ucar.edu. (303)-497-1216,

Data also can be directly accessed and browsed by:

ftp to ncardata.ucar.edu (128.117.8.111) or
WWW (MOSAIC) at "http://www.ucar.edu/dss".

Finally, selected daily time series of surface solar irradiance from the southern ocean in the proposed JGOFS study area are available on the US JGOFS data system. For those without the JGOFS data system software, access is possible via:

WWW (MOSAIC) at "http://lake.mit.edu/jgofs.html".

Version 2 Files:

There are seven classes of data files as defined below:

example filename: c1qcld19.8307inlb

<table>
<thead>
<tr>
<th>name</th>
<th>yymm</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>name:</td>
<td>yymm:</td>
<td>- year and month of data set.</td>
</tr>
<tr>
<td>qcld</td>
<td></td>
<td>- daily: total solar irradiance including cloud effects</td>
</tr>
<tr>
<td>qclr</td>
<td></td>
<td>- daily: clear-sky solar irradiance</td>
</tr>
<tr>
<td>rati</td>
<td></td>
<td>- daily: fraction of day with unfilled data (quality parameter 5)</td>
</tr>
</tbody>
</table>
aqcl - monthly: averaged total solar irradiance including cloud effects
afrc - monthly: averaged cloud fraction.
sqcl - standard deviation of qcl.
rqcl - standard deviation of qcl/average of qcl.

Mapping is on a 144 x 72 (2.5 x 2.5 degree) rectangular grid, with:

\[
\begin{array}{c}
[1, 1] \text{ centered on 178.75W 88.75S} \\
[1, 72] \text{ centered on 88.75N} \\
[144, 1] \text{ on 178.75E 88.75S} \\
[144, 72] \text{ on 88.75N.}
\end{array}
\]

The files at daily resolution (qcl, qcl, and rati) contain multiple sets of 72 x 144 (4 byte ascii integer) records with the number of sets corresponding to the number of days of the month. Note February data reflects leap years when they occur. The other files (aqcl, sqcl, rqcl, and afrc) contain a single set of 72 x 144 (4 byte ascii integer) records. All Irradiances are integer values of \( \text{W m}^{-2} \) multiplied by 10; all fractions are multiplied by 1000; missing data are denoted by values of -999.

For example, the 72nd record from the first day’s data in c1qcl19.8307in1b is:

\[
\begin{array}{c}
2641264226432644264526462647264826492650265126522653265326542654265526562657365836593660366136623663366436653666366736683669367036713672367336743675367636773678367936803681368236833684368536863687368836893690369136923693369436953696369736983699370037013702370337043705370637073708370937103711371237133714371537163717371837193720372137223723372437253726372737283729373037313732373337343735373637373738373937403741
\end{array}
\]

and would be translated into:

\[
\begin{array}{c}
264.1 264.2 264.3 264.4 264.5 264.6 264.7 \ldots 263.9 \\
264.0 264.1 \text{ W m}^{-2}.
\end{array}
\]

**VERSION 3 PRODUCTION: Full SeaWiFS implementation (test data set).**

(1) NOAA satellite calibration corrections were retained from version 2.

(2) All data fields were filled as in version 2. Minor bugs found in TOVS ozone and precipitable water fields were repaired. Only 1-2% of pixels were affected by this cleanup (See, e.g. Figure 3).

(3) Filling schemes unchanged except for surface and total water, which was filled similarly to cloud fraction, from previous value, or from zonal or merid interpolation, or from zonal mean at the same latitude.

(4) Surface reflectance scheme was revised:

a) land/coastal points from C1 data were filled in cases of missing data or sun glint geometry.

b) ocean points are the sum of theoretical reflectance after Cox and Munk [1956] (function of zenith angle and cloud fraction) and irradiance back-scattered from below the surface, after Morel and Gentili [1991] (function of diffuse fraction of PAR using uniform backscattering parameters).
(5) A second quality parameter (fill method) was added:

fill codes are:

- 0 = normal (no data filled)
- +10 = TOVS data filled (H2O, O3)
- +50 = glint or missing land reflectance
- +100 = missing cloud opt thickness, cloud fraction data present.
- +190 = missing cloud opt thickness, cloud fraction data filled.
- 255 = no daylight entire day

(6) Added:

a) all input data fields were saved.

b) Computed fields on 3hr time steps were saved as required by SeaWiFS.

c) Photosynthetically Active Radiation (PAR) [350-700 nm] was added. PAR is computed using the Frouin et al. [1989] clear-sky formulation and the Bishop and Rossow [1991] approach.

d) Diffuse (vs. direct from sun) fraction of PAR was added. The diffuse fraction of PAR including clouds is calculated from the parameterization of the clear sky formula, and assuming Rayleigh optical thicknesses [Hoyt, 1977] and a uniform aerosol optical thickness of 0.04.

(7) adopted NCSA’s HDF Scientific Data Set format as required by SeaWiFS and the Goddard DAAC.

Differences between the original Bishop and Rossow (1991) production and SeaWiFS production for average surface solar irradiance for July 1993 are shown in Figure 2. The +5 to +10 W m\(^{-2}\) differences shown in the lower panel reflect primarily the effects of satellite calibration corrections applied in Version 2. Since radiances were adjusted downward, clouds became less optically dense, hence irradiance increased. Data in Figure 3 show less than +2 to -2 W m\(^{-2}\) differences between Production versions 2 and 3. Those differences that do exist occur mainly in non-oceanic regions. As a result of the completion of Version 2 production, Version 2 data will be used in the discussion of validation of data below.

**Availability of Production version 3 data:**

One month of test production data may be obtained by:

ftp to i0.giss.nasa.gov. login as 'seawifs' password 'solar1'.

The data are readable using NCSA’s HDF software (see Appendix 1 below) and may be displayed by NCSA’s Collage (v1.3) and Spyglass.

**Data format and description:**

ISCCP C1 data source data is on an equal area grid with a an effective 280x280 km pixel size (with 2.5 degree latitude resolution). For SeaWiFS production, the data have been mapped on a 144 x 72 (2.5 x 2.5 degree) rectangular grid, with:

\[
\begin{bmatrix}
  1, 1 \\
  1, 72 \\
  144, 1 \\
  144, 72
\end{bmatrix}
\] centered on 178.75W 88.75S

\[
\begin{bmatrix}
  1, 1 \\
  1, 72 \\
  144, 1 \\
  144, 72
\end{bmatrix}
\] centered on 178.75E 88.75S

\[
\begin{bmatrix}
  1, 1 \\
  1, 72 \\
  144, 1 \\
  144, 72
\end{bmatrix}
\] centered on " 88.75N.
Figure 2. Top: Version 3 monthly averaged surface solar irradiance for July 1993: Bottom: difference between version 3 and data from Version 1 [Bishop and Rossow, 1991]
Figure 3. Top: Version 3 monthly averaged surface solar irradiance for July 1993: Bottom: difference between data from Version 3 and data from Version 2 described above.
Some variables are updated only once per day (e.g. 'TOVS' data for H₂O, O₃). Owing to sparseness of coverage, some of the C1 input variables were replaced with climatologies (e.g. surface pressure from NOAA GFDL monthly climatological data), with theoretical estimates (e.g. ocean surface reflectances, see above) or with bulk parameterizations (e.g. sulfate aerosols and visibilities were assumed constant). Total irradiance is given for both the full spectral range and for Photosynthetically Active Radiation (PAR, 350-700 nm). To correct to PAR [400-700 nm, typical of shipboard sensors] our calculated values should be multiplied by 0.97 (Ray Smith, personal communication). Standard deviations of total irradiance for both the full and PAR ranges are also included.

The model output consists of 3-hourly, averaged daily (over 24 hours), and averaged monthly arrays of clear-sky and total (i.e. including effects of clouds) irradiance. The 3 hourly data correspond to 3 hour periods centered on GMT’s 0000, 0300, 0600, 0900, 1200, 1500, 1800, and 2100. Monthly and daily data are representative of the actual number of days of the month. February data represent 29 days in leap years.

The NAMING SCHEME for files is as follows:

\[
\text{example file name: clqc1ddp3.8307.sds.}
\]

\[
\text{name x n yymm}
\]

where

- \(c1\): means ISCCP c1 data were used. (later versions will use cx,d1,dx etc.)
- \(name\): is the 4-letter code \(NAME\) for the variable (see Tables 1-4, below).
- \(x\): data TYPE is 8, d, or m - for 3-hourly, daily or monthly data, respectively. The three data types in uncompressed from occupy 5.16, 0.65, and 0.02 MB, respectively. The '8' and 'd' file sizes depend on the number of days in the month. (Note that the 3-hourly and daily data fall into two categories: for most fractional data and state variables, such as cloud cover and ozone, the data represents an average over the period in question; however for cumulative variables such as irradiance the 3-hourly data represent time-integrated averages. By contrast daily and monthly values always represent averages of 3 hourly and the daily data, respectively)
- \(p3\): means this is the 3rd version of the model. Bishop and Rossow (1991) describe version 1. Details of changes are described above.
- \(yymm\): is the month and year; all files for July 1983 are designated 8307
- \(sds\): identifies the data as being in HDF Scientific Data Set format

The four-letter variable code names and corresponding data descriptions are summarized in tables 1,2 and 3. Data sets listed in Table 3 are not currently intended for ingest into the SeaWiFS data archives. The main rationale for saving clear-sky (qclr) and input data fields is to permit recalculation of aerosol effects (now assumed constant) at a later date.
### Table 1: Test C1 Output Variables and diagnostic quantities produced for SeaWiFS

<table>
<thead>
<tr>
<th>name</th>
<th>type 'x'</th>
<th>multiplier</th>
<th>description</th>
<th>Units</th>
<th>Size* Mb</th>
</tr>
</thead>
<tbody>
<tr>
<td>cosz</td>
<td>8 d m</td>
<td>1000 1000 1000</td>
<td>cosine solar zenith angle - includes seasonal variation in earth - sun distance.</td>
<td>-</td>
<td>5.16 0.65 0.02</td>
</tr>
<tr>
<td>q clr</td>
<td>8 d m</td>
<td>1 10 10</td>
<td>clear-sky irradiance (full spectrum)</td>
<td>W m⁻²</td>
<td>5.16 0.65 0.02</td>
</tr>
<tr>
<td>q cl d</td>
<td>8 d m</td>
<td>1 10 10</td>
<td>irradiance including effects of clouds (full spectrum)</td>
<td>W m⁻²</td>
<td>5.16 0.65 0.02</td>
</tr>
<tr>
<td>q par</td>
<td>8 d m</td>
<td>1 10 10</td>
<td>PAR [350-700 nm] including clouds (This may be changed to PAR [400-700 nm] in actual production). Use 0.97 to convert PAR [350-700] to PAR [400-700].</td>
<td>W m⁻²</td>
<td>5.16 0.65 0.02</td>
</tr>
<tr>
<td>d ffr</td>
<td>8 d m</td>
<td>1000 1000 1000</td>
<td>Diffuse fraction PAR (including clouds)</td>
<td>-</td>
<td>5.16 0.65 0.02</td>
</tr>
<tr>
<td>r ati</td>
<td>d m</td>
<td>1000 1000</td>
<td>daily/monthly sampling fraction</td>
<td>-</td>
<td>0.65 0.02</td>
</tr>
<tr>
<td>f ill</td>
<td>8 d</td>
<td>1 1</td>
<td>fill scheme mask</td>
<td>-</td>
<td>5.16 0.65</td>
</tr>
<tr>
<td>sq cl</td>
<td>m</td>
<td>10</td>
<td>std dev of daily q cl d values over one month</td>
<td>W m⁻²</td>
<td>0.021</td>
</tr>
<tr>
<td>sq pa</td>
<td>m</td>
<td>10</td>
<td>std dev of q par including clouds</td>
<td>W m⁻²</td>
<td>0.021</td>
</tr>
</tbody>
</table>

### Table 2: Saved C1 and computed input variables

<table>
<thead>
<tr>
<th>name</th>
<th>type 'x'</th>
<th>multiplier</th>
<th>description</th>
<th>Units</th>
<th>Size Mb</th>
</tr>
</thead>
<tbody>
<tr>
<td>ps fc</td>
<td>m</td>
<td>1</td>
<td>monthly climatological surface pressure</td>
<td>hPa</td>
<td>0.02</td>
</tr>
<tr>
<td>a ice</td>
<td>d m</td>
<td>1000 1000</td>
<td>C1 snow and ice cover fraction</td>
<td>-</td>
<td>0.65 0.02</td>
</tr>
<tr>
<td>w tot</td>
<td>d</td>
<td>1000</td>
<td>C1 - filled total precipitable water</td>
<td>cm</td>
<td>0.65</td>
</tr>
</tbody>
</table>
### Table 2: Saved C1 and computed input variables

<table>
<thead>
<tr>
<th>name</th>
<th>type</th>
<th>multiplier</th>
<th>description</th>
<th>Units</th>
<th>Size Mb</th>
</tr>
</thead>
<tbody>
<tr>
<td>ozon</td>
<td>d</td>
<td>1</td>
<td>C1 - filled total ozone</td>
<td>Dobson units</td>
<td>0.65</td>
</tr>
<tr>
<td>rsfc</td>
<td>8 dm</td>
<td>1000</td>
<td>surface reflectance</td>
<td>-</td>
<td>5.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td></td>
<td></td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td></td>
<td></td>
<td>0.02</td>
</tr>
<tr>
<td>clfr</td>
<td>8 dm</td>
<td>1000</td>
<td>C1 - filled cloud fraction</td>
<td>-</td>
<td>5.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td></td>
<td></td>
<td>0.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1000</td>
<td></td>
<td></td>
<td>0.02</td>
</tr>
<tr>
<td>ctau</td>
<td>8</td>
<td>100</td>
<td>C1 - filled cloud optical thickness</td>
<td>5.15</td>
<td></td>
</tr>
<tr>
<td>aalb</td>
<td>m</td>
<td>1000</td>
<td>computed diffuse cloud albedo</td>
<td>-</td>
<td>0.021</td>
</tr>
<tr>
<td>lwco</td>
<td>m</td>
<td>1</td>
<td>land water coast ocean mask</td>
<td></td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>-1 land</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0 coast</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1 non-ocean water (includes seas)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2 Atlantic</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3 Indian</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>4 Pacific</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOTE: This field never changes but is repeated in data to facilitate analysis.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: C1 Input variables saved for later use

<table>
<thead>
<tr>
<th>name</th>
<th>type</th>
<th>multiplier</th>
<th>description</th>
<th>Units</th>
<th>Size Mb</th>
</tr>
</thead>
<tbody>
<tr>
<td>psfc</td>
<td>d</td>
<td>1</td>
<td>C1 surface pressure</td>
<td>hPa</td>
<td>0.65</td>
</tr>
<tr>
<td>wat1</td>
<td>d</td>
<td>1000</td>
<td>C1 precipitable water 1000-800 mb</td>
<td>cm</td>
<td>0.65</td>
</tr>
<tr>
<td>wat2</td>
<td>d</td>
<td>1000</td>
<td>C1 precipitable water 800-680 mb</td>
<td>cm</td>
<td>0.65</td>
</tr>
<tr>
<td>wat3</td>
<td>d</td>
<td>1000</td>
<td>C1 precipitable water 680-560 mb</td>
<td>cm</td>
<td>0.65</td>
</tr>
<tr>
<td>wat4</td>
<td>d</td>
<td>1000</td>
<td>C1 precipitable water 560-440 mb</td>
<td>cm</td>
<td>0.65</td>
</tr>
<tr>
<td>wat5</td>
<td>d</td>
<td>1000</td>
<td>C1 precipitable water 440-310 mb</td>
<td>cm</td>
<td>0.65</td>
</tr>
<tr>
<td>tsfc</td>
<td>d</td>
<td>1000</td>
<td>C1 temperature at surface</td>
<td>K</td>
<td>0.65</td>
</tr>
<tr>
<td>tmp1</td>
<td>d</td>
<td>1000</td>
<td>C1 temperature at 900 mb</td>
<td>K</td>
<td>0.65</td>
</tr>
<tr>
<td>tmp2</td>
<td>d</td>
<td>1000</td>
<td>C1 temperature at 740 mb</td>
<td>K</td>
<td>0.65</td>
</tr>
</tbody>
</table>
One month of compressed data (c1 or d1 based) occupies approximately 32 MB. Expanded volume totals approximately 62 MB (Tables 1 and 2) implying a data volume of approximately 0.738 GB/year (uncompressed). One month of cx or dx based data for Table 4 parameters (yet to be produced) will be approximately 2.5 GBytes and will total approximately 30 GB/year (uncompressed).
VALIDATION OF SURFACE SOLAR IRRADIANCE DATA

Several approaches (beyond those already taken by Bishop and Rossow [1991]) have been taken to validate the quality of the data produced for SeaWiFS. All comparisons have been made using data from the existing eight year long time series (at NCAR) since differences between the SeaWiFS production data and the existing time series amount to less than 1-2 W m\(^{-2}\) (Figure 3), less than 1% of typical surface irradiances.

Ocean weather station climatology. Agreement between climatology from ocean weather stations A, I, J, P and Sable Island (1960’s to early 1970’s) and our existing (1983-1991) time series is depicted in Figure 4 and summarized by Tables 5 and 6.

Table 5: Ocean Station Climatology vs. Version 2 (1983-1991)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan.</td>
<td>6</td>
<td>3.2</td>
<td>3.9</td>
</tr>
<tr>
<td>Feb.</td>
<td>15</td>
<td>16.9</td>
<td>18.6</td>
</tr>
<tr>
<td>Mar.</td>
<td>49</td>
<td>56.1</td>
<td>59.5</td>
</tr>
<tr>
<td>Apr.</td>
<td>83</td>
<td>114.0</td>
<td>116.0</td>
</tr>
<tr>
<td>May</td>
<td>111</td>
<td>166.0</td>
<td>161.5</td>
</tr>
<tr>
<td>June</td>
<td>96</td>
<td>188.4</td>
<td>178.3</td>
</tr>
<tr>
<td>July</td>
<td>156</td>
<td>170.8</td>
<td>165.6</td>
</tr>
<tr>
<td>Aug.</td>
<td>111</td>
<td>133.7</td>
<td>131.9</td>
</tr>
<tr>
<td>Sept.</td>
<td>78</td>
<td>77.7</td>
<td>79.6</td>
</tr>
<tr>
<td>Oct.</td>
<td>23</td>
<td>30.4</td>
<td>32.8</td>
</tr>
<tr>
<td>Nov.</td>
<td>8</td>
<td>7.8</td>
<td>9.2</td>
</tr>
<tr>
<td>Dec.</td>
<td>2</td>
<td>1.3</td>
<td>1.8</td>
</tr>
<tr>
<td>Average</td>
<td>61.5</td>
<td>80.5</td>
<td>79.9</td>
</tr>
</tbody>
</table>

All values in W m\(^{-2}\). Obs. - climatological (1970’s) means for stations A, I, J, and Sable Island from Dobson and Smith [1988]; for B and P from Smith and Dobson [1984]. Int. - Version 2 data interpolated to location of the station. Pixel - values of data from pixel containing the station. s.d. - standard deviation of monthly irradiances over the 8 year time series.

Table 6: Ocean Station Climatology vs. Version 2 continued.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Jan.</td>
<td>26.6</td>
<td>25.4</td>
</tr>
<tr>
<td>Feb.</td>
<td>52.7</td>
<td>54.2</td>
</tr>
<tr>
<td>Mar.</td>
<td>94.7</td>
<td>107.3</td>
</tr>
<tr>
<td>Apr.</td>
<td>151.7</td>
<td>174.9</td>
</tr>
<tr>
<td>May</td>
<td>186.0</td>
<td>204.7</td>
</tr>
<tr>
<td>June</td>
<td>187.2</td>
<td>202.0</td>
</tr>
<tr>
<td>July</td>
<td>172.9</td>
<td>182.3</td>
</tr>
<tr>
<td>Aug.</td>
<td>146.9</td>
<td>159.0</td>
</tr>
<tr>
<td>Sept.</td>
<td>114.3</td>
<td>124.1</td>
</tr>
<tr>
<td>Oct.</td>
<td>73.7</td>
<td>73.8</td>
</tr>
<tr>
<td>Nov.</td>
<td>36.7</td>
<td>35.3</td>
</tr>
<tr>
<td>Dec.</td>
<td>23.2</td>
<td>22.0</td>
</tr>
<tr>
<td>Average</td>
<td>105.5</td>
<td>113.8</td>
</tr>
</tbody>
</table>
Figure 4. Comparison of surface solar irradiance from late 1960's to early 1970's climatology from ocean weather stations [Smith and Dobson, 1984; Dobson and Smith, 1988] and ISCCP Version 2 (July 1983 to June 1991). Climatological data for A (62N 33W), I (59N 19W), J (52.5N 20W), P (50N 145W) and Sable Island (44N 60W) are shown by dashed line; Version 2 8 year means are shown by solid line; Individual V2 months (o); V2 daily clear sky irradiance denote the upper envelope of the data.
Differences are greatest in the N Atlantic. Ocean weather station A, at 62 N, east of Greenland, shows differences of 50 and 80 W m\(^{-2}\) for the months of May and June and an annual average 18 W m\(^{-2}\) lower than version 2 data. Station I, at 59 N, south of Iceland, has 30 and 45 W m\(^{-2}\) differences for the same months and a 10 W m\(^{-2}\) difference in annual mean. Station J and Sable Island show differences in the summer months of less than 20 and 10 W m\(^{-2}\), respectively, and almost no bias in annual mean due to compensating reverse differences in other seasons. Station P data tell a similar story with a bias below 9 m\(^{-2}\) in annual mean. The contemporaneous data comparison described below for the MLML site, almost at the location of OWS I, indicates little or no detectable bias between surface observations and those retrieved from ISCCP data. Furthermore, the decreasing amplitude of difference with latitude and the enhancement of differences in the N. Atlantic vs. the Pacific is consistent with patterns of shifts in climate between the two time periods compared [Deser and Blackmon, 1993; Levitus et al., 1994].

Contemporaneous comparisons at daily resolution. Bishop and Rossow [1991] reported on the results of spatial comparisons made using a 17 day time series of CX pixels and comparable array of ground sensors at a continental site and found a -4 W m\(^{-2}\) bias in the mean and 9 W m\(^{-2}\) standard error at daily resolution. No AVHRR calibration adjustments were needed for this 1986 time period and thus these comparisons may be applied to version 2 data.

Of more interest to the SeaWiFS group is the comparison to contemporaneous time series at daily resolution obtained as part of the ONR funded and BioWatt and MLML programs. The data were obtained from Dr. Malgorzata Stramska at USC. The time series comparison results are shown in Figures 5-9 and mean and standard deviation data are summarized in Table 7.

![Figure 5. Surface solar irradiance measured during BioWatt I (o) vs Version 2 ISCCP C1 (280 km) value (*) in 1987.](image)

Generally good agreement was found. Differences seen in the time series primarily reflect the mis-
Figure 6. Surface solar irradiance measured during BioWatt II (o) vs Version 2 ISCCP C1 (280 km) value (*) in 1987.

Figure 7. Surface solar irradiance measured during BioWatt III (o) vs Version 2 ISCCP C1 (280 km) value (*) in 1987.
Figure 8. Surface solar irradiance measured during MLML (o) vs Version 2 ISCCP C1 (280 km) value (*) in 1989.

Figure 9. Surface solar irradiance measured during MLML (o) vs Version 2 ISCCP C1 (280 km) value (*) in 1991.
match of the 280 km spatial scale represented by the ISCCP C1 pixel and the point locations of the moorings. For example, scatter in Figure 10 is mostly due to temporal mismatches of the trends of the two data sets which results directly from the spatial mismatch and the fact that moving weather systems are sub grid scale for C1 pixels. The areal mismatch also is reflected in the standard deviations of the two data sets; the highs and lows of the Version 2 data sets are generally less extreme due to averaging of meteorological conditions over the 280 km sized pixel. The larger C1 pixel represents an area average of some 80 (4-8 km scale) pixels (Figure 1).
Areal differences, uncertainty of calibration of both data sets, and the assumption of globally uniform aerosols contribute to differences of the means. Biases of the 5 data sets combined, average +5 W m\(^{-2}\). The worst case, if attributable solely to the Version 2 retrieved values, is less than 7% of irradiance under clear sky conditions.

We plan to repeat this comparison using the higher spatial resolution CX data set on both daily and 3 hourly time scales once CX based production is initiated since it will elucidate the contributions due to aerosol and areal differences to the observed variability. Access to other ocean mooring data sets would facilitate further comparisons of this kind.

**SUMMARY**

We have implemented and modified a fast computational scheme that reproduces the average and temporal fluctuations of surface solar irradiance and PAR on time scales relevant to marine phytoplankton physiology using ISCCP cloud data. Beyond the validation reported by Bishop and Rossow [1991], the data set has been tested against records from ocean weather station climatology and from the contemporaneous BioWatt and MLML optical moorings. More records of this kind are being sought. We are now ready to begin routine production of the ISCCP C1 product as soon as approved by the SeaWiFS project and data can be ingested by the archives at Goddard. Until that time, an 8 year time series (at daily resolution) may be obtained from NCAR. Once C1 production is progressing smoothly, we will begin production of a 30km spatial resolution product based on ISCCP CX data.
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**Table 7: Comparison of surface solar irradiance data from Biowatt and MLML moored surface buoys and those retrieved from Version 2 data (W m\(^{-2}\))**

<table>
<thead>
<tr>
<th>Location</th>
<th>year (days)</th>
<th>Buoy mean W m(^{-2})</th>
<th>Buoy s.d. W m(^{-2})</th>
<th>Version 2 mean W m(^{-2})</th>
<th>Version 2 s.d. W m(^{-2})</th>
<th>Apparent Error V2-Buoy</th>
<th>Error % of Clear Sky</th>
</tr>
</thead>
<tbody>
<tr>
<td>Biowatt I</td>
<td>1987 (60-128)</td>
<td>197.6</td>
<td>69.6</td>
<td>217.0</td>
<td>65.6</td>
<td>19.4</td>
<td>6.6</td>
</tr>
<tr>
<td>Biowatt II</td>
<td>1987 (134-241)</td>
<td>265.9</td>
<td>62.5</td>
<td>280.5</td>
<td>60.5</td>
<td>14.6</td>
<td>4.2</td>
</tr>
<tr>
<td>Biowatt III</td>
<td>1987 (244-326)</td>
<td>148.9</td>
<td>66.2</td>
<td>149.3</td>
<td>62.6</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>MLML I</td>
<td>1989 (103-166)</td>
<td>172.9</td>
<td>71.2</td>
<td>163.2</td>
<td>59.3</td>
<td>-9.7</td>
<td>3.2</td>
</tr>
<tr>
<td>MLML II</td>
<td>1991 (120-181)</td>
<td>197.9</td>
<td>86.4</td>
<td>199.6</td>
<td>65.4</td>
<td>1.7</td>
<td>0.5</td>
</tr>
</tbody>
</table>


APPENDIX 1. HDF File Specifications:

All of the files are written using NCSA's HDF V3.3 (Hierarchical Data Format) as Scientific DataSets (SDS's). To read the data you must link to the HDF library when compiling, and use the following integer functions:

Fortran:

```fortran
parameter (im=144, jm=72, nd=2)
integer dsgdata, dsgdast, dsgdims, dsgfill, dsgrang
integer   rank, dims(nd), maxrank
integer*2 idata(im, jm), fill, max, min
character*60 label, unit, format, coordsys

istat = dsgdims(filename, rank, dims, maxrank)
istat = dsgdast(label, unit, format, coordsys)

label: describes data
unit: gives units, multiplication factor
format: data type
coordsys: grd type

istat = dsgdata(filename, rank, dims, idata)
idata: returns integer array each time called

istat = dsgfill(fill)
fill: missing data value

istat = dsgrang(max, min)
max: approximate upperlimit of data
min: approximate lowerlimit of data
```

Equivalent C functions are:

```c
DFSDgetdims(filename, rank, dims, maxrank)
DFSDgetdata(filename, rank, dims, idata)
DFSDgetdatstrs(label, unit, format, coordsys)
DFSDgetfillvalue(fill)
DFSDgetrange(max, min)
```

All functions return 0 on success and -1 on failure. The number type used for all files and variables is 16-bit signed integer (ntype=22). This may change on final production to include 8-bit unsigned integers. The fortran program 'sdsread.f' on i0.giss.nasa.gov is an example of a program which can read the produced data sets in sds format.

Listing of the current test production data files on i0.giss.nasa.gov:

```
12948 Aug 14 15:31 caalbmap3.8307.sds.Z
24337 Aug 14 15:32 caicedp3.8307.sds.Z
2564 Aug 14 15:32 caicemp3.8307.sds.Z
368017 Aug 14 15:33 cclfrdp3.8307.sds.Z
```
14166 Aug 14 15:39 c1clfrmp3.8307.sds.Z
168136 Aug 14 15:46 clcoszdp3.8307.sds.Z
58057 Aug 14 15:40 clcoszdp3.8307.sds.Z
3193 Aug 14 15:46 clcoszmp3.8307.sds.Z
393532 Aug 14 15:47 clddfrrdp3.8307.sds.Z
14218 Aug 14 15:53 clddfrrmp3.8307.sds.Z
26765 Sep 21 12:28 clfilldp3.8307.sds.Z
1700 Aug 14 17:46 cllwcodp3.8307.sds.Z
174855 Aug 14 15:54 clzonodp3.8307.sds.Z
3689 Aug 14 15:54 clpsfcmp3.8307.sds.Z
2113297 Aug 14 16:01 clqcld8p3.8307.sds.Z
512195 Aug 14 15:55 clqclddp3.8307.sds.Z
18224 Aug 14 16:01 clqcldmp3.8307.sds.Z
2050859 Aug 14 16:08 clqclrdp3.8307.sds.Z
452377 Aug 14 16:02 clqclrdp3.8307.sds.Z
16549 Aug 14 16:08 clqclrmp3.8307.sds.Z
1725547 Aug 14 16:16 clqpardp3.8307.sds.Z
459027 Aug 14 16:09 clqpardp3.8307.sds.Z
15688 Aug 14 16:16 clqpardmp3.8307.sds.Z
249809 Aug 14 16:16 clratidp3.8307.sds.Z
12165 Aug 14 16:16 clratidmp3.8307.sds.Z
1131273 Aug 14 16:23 clrsfcdp3.8307.sds.Z
217361 Aug 14 16:17 clrsfcdp3.8307.sds.Z
8733 Aug 14 16:23 clrsfcdmp3.8307.sds.Z
14631 Aug 14 16:24 clsgclmp3.8307.sds.Z
12634 Aug 14 16:24 clsgpamp3.8307.sds.Z
188619 Aug 14 16:24 cltsfcdp3.8307.sds.Z
195205 Aug 14 16:26 clwsfcdp3.8307.sds.Z
236591 Aug 22 10:04 clwtotdp3.8307.sds.Z